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Summary: A vector autoregressive model allowing for unit roots as well as
explosive characteristic roots is developed. The Granger-Johansen representation
shows that this results in processes with two common features: a random walk and
an explosively growing process. Co-integrating and co-explosive vectors can be found
which eliminate these common factors. Likelihood ratio tests for linear restrictions
on the co-explosive vectors are derived. As an empirical illustration the method is
applied to data from the extreme Yugoslavian hyper-inflation of the 1990s.
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1 Introduction

Several empirical studies of hyper-inflation have been based on cointegration analysis.
Following the work of Taylor (1991) variables like prices, money and exchange rate
have often been modelled as integrated of second order, [(2). Such a specification is
not adequate for cases where the inflation accelerates. Within the class of vector
autoregressive models accelerating inflations can be captured better by allowing for
an explosive characteristic root generating a common explosive trend as suggested
in a recent analysis of the Yugoslavian economy from the 1980s by Juselius and
Mladenovi¢ (2002). In the following a formal econometric theory for analysis of co-
explosive processes is therefore developed.

The proposed statistical model is based on a vector autoregression and focuses on
unit roots and a single explosive root. A Granger-Johansen representation is derived
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showing the structure of the common stochastic trends. It is demonstrated that there
are cointegrating vectors eliminating random walk common trends and ‘co-explosive’
vectors eliminating an explosive common trend. While linear restrictions on the
cointegrating vectors can be tested by the approach of Johansen (1996), see Nielsen
(2000), it is here shown how to test linear restrictions on ‘co-explosive’ relations.

The method is illustrated using data from the extreme Yugoslavian hyper-inflation
of the early 1990s, previously analysed by Petrovi¢ and Mladenovi¢ (2000). This gives
some new insight to the nature of hyper-inflations, with a more complete empirical
analysis appearing in a companion paper, Nielsen (2004).

The outline of the paper is that in §2 the model is developed and a Granger-
Johansen type representation theorem is presented. In §3 hypotheses on the co-
explosive vectors are formulated and the related likelihood ratio tests are derived.
The empirical work is presented in §4 while §5 concludes. Mathematical proofs are
given in Appendices.

The following notation is used throughout the paper: For a matrix a with full
column rank let @ = a(a/a) ! while o) denotes the orthogonal complement so o/, a =
0 and («, o) is invertible. The abbreviations a.s., P and D are used for properties
holding almost surely, in probability, and in distribution respectively.

2 The model

The starting point for the analysis is a brief review of the cointegrated vector autore-
gressive model of Johansen (1996). Explosiveness and in particular co-explosiveness is
then presented as a restriction to that model. The Granger-Johansen representation
follows.

2.1 The cointegrated vector autoregressive model

Suppose a p-dimensional time series, Xi_g,..., Xo,..., X7 is observed. The cointe-
grated vector autoregressive model with & lags and cointegration rank r can then be
written in terms of the equilibrium correction equation

k—1
AlXt = Oé(ﬁllXt_l + 5,1t) + z FjAlXt—j + 1% + &4, fort = 1, . ,T, (21)
j=1
conditional on the initial values X;i_4, ..., Xy, and where A; is the usual difference

operator. The innovations ¢; are assumed independent, identically N, (0,€2) distrib-
uted, and the parameters vary freely so I';, {2 € RP*? where () is positive definite,
a, f € RP*", while n € RP and 6; € R".



The characteristic polynomial for a process of the type (2.1) is given by the de-
terminant of
k—1 ) -1 / k—1 )
(1—zL—z"ap =Y 27 (1-2"1; = & (Ip + o zfrj> . (2.2)
=1 o =1

]_—Z_j

In the asymptotic analysis of the cointegration model it is usually assumed that the
roots of the characteristic polynomial are either stationary, |z| < 1, or at one, z = 1.
Here, the situation where there is also a single explosive root, z > 1, is analysed.

Most diagnostic tests for vector autoregressive models are derived under an as-
sumption of stationarity, |z| < 1, or at most a random walk like behaviour, |z| < 1.
It is worth noting that while such an assumption is mathematically convenient it
may not be necessary. For instance, the lag length can be determined consistently
regardless of the location of the characteristic roots when using likelihood methods,
see Nielsen (2001a), but not when using methods based on the Yule-Walker equa-
tions. This means that correlograms cannot be used as they appear in econometric
and software at the moment, see Nielsen (2003). Likewise, the cointegration rank r
can be determined in the usual way as will be discussed in §3.4.

In the cointegration analysis of Johansen (1996) the cointegrating relations (3,
are central as the linear combinations eliminating the common I(1) trends in the
process. The Granger-Johansen representation given in Theorem 2.2 below shows
that this interpretation carries through in the presence of explosive roots. In the usual
situation without explosiveness the cointegrating relations can be given stationary
initial distributions, but this is generally not the case in the presence of explosiveness.

2.2 A cointegration model with an explosive root

The presence of a single explosive root, p > 1, in the estimated characteristic poly-
nomial is an indication of an explosive common trend. By reformulating the model
such a trend can be analysed in conjunction with a random walk common trend.

Just as the cointegration model (2.1) is formulated in terms of first differences
A1 X, the filter A, X, = X; — pX;_1 will be needed where p is a freely varying para-
meter. Applying the identities

(1 — p) thl = ApXt,1 - pAlthly (23)
, J

PAX 1 = AXey =Y 0 TTAA X, (2.4)
=1

to the model equation (2.1), defining A, X, ; = {A,X]_;,(1 —p)t}, and assuming
the lag length is at least two, k > 2, then equation (2.1) can be rewritten as

k—2
M: AlApXt = alBT/ApXt*—l + Oépﬁ;)AlXt_l + Z (DjAlApXt—j + % + Et. (25)
Jj=1
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The new parameters oy, a,, 3, ®; relate to the original parameters by

k-1 k-1
o= ozpB; = ! (Ip + a8 — p_ij> ., = > oY, (2.6)
—p p j=1 I=j+1
while 87 = (87,07)". It follows from the expression for the characteristic polynomial
in (2.2) that the matrix apﬁ'p has rank p — 1 precisely when p is a single characteristic
root. The new parameter space is therefore given in terms of freely varying parameters
satisfying oy, 3, € RP*", ,, 8, € RP*PD ;e RP, §) € R", ;,Q € RP? s0 Q is
positive definite, and p € R.
With the maximum likelihood estimators from the model formulated by (2.1) at
hand it is easy to estimate the parameters of (2.5). The explosive root p is estimated
by the explosive root of the sample characteristic polynomial for (2.1). The other

parameters are estimated using (2.6). Since @pﬁ; has reduced rank of (p — 1) by con-
struction, a, and (3, can be estimated by the associated left- and right-eigenvectors.

In order to interpret the process a Granger-Johansen representation is needed.
This will be formulated in terms of restrictions to the parameters resembling those of
Johansen (1996, Theorem 4.2).

Assumption 2.1 (A) The matricesay, (1, ,, 5 , have full column rank.
(B) The non-stationary characteristic roots of X; are at 1 or at p where p > 1.

(C) det (o) W13y,) # 0 and det(a,, ¥, f3,,) # 0 where

a,B k=2 af, k=2
U =0, +—2L-S®, U, =0+—"—L-3pid,.
1 j2 p—1 = J p j2 1—p J; J

(D) The process X; has one explosive characteristic root and p — r unit roots so
rank(apﬁ;) =p—1 and rank(a13}) = r.

The representation theorem can now be formulated. This shows that processes
satifying (2.5) have two common features in form of a random walk component and an
explosive component. The parameters 3, and 3, have interpretation as co-integrating
and co-explosive relationships in that 87 X; ; has no random walk component while
ﬁ;Xt,l has no explosive trend. Both stochastic trends will be removed by the r — 1
linear relations given by span(f;) Nspan(f3,). The proofs follow in §A.

Theorem 2.2 Consider a process of the form (2.5) satisfying Assumption 2.1. Then

Up = {(A1X0)'B,, (A X7) BT (A1 A, Xe) o s (A1 A Xy ky3)'}



can be given a stationary initial distribution ensuring the representation

1
X, 2
L—p

t t
1
Cl E €s+ﬁ0pg pt_s€s+Y;g—|—Tc+Tlt—|—7'm,Ot,
s=1

s=1

where Cy = B,, (o, W,3,,) " d., and Y, is a stationary process. In particular,
B.X,_1 can be given a stationary initial distribution for any 3, € span(3;)Nspan(f o)
The linear slope coefficient can be expressed as

71 =Chp/ (1= p) + (C10, — I,)B, 8,

and in particular B7; + 8 = 0. The coefficients for the exponential term and the
constant level depend on the initial values in such a way that ﬁ'pTx =0 and

Bi7e =@ (C10y — L)/ (1 — p) + T (U1C Ty — )3, 84 + 8yp/ (1 — p).

Finally, it holds that the process Xt = X; — 7. — 7t satisfies the equation
Y ! Y / ¥ k=2 Y
AlApXt = alﬁlApthl + OépﬁpAlthl + 231 q)jAlApthj + &¢. (27)
]:

In this representation the first component 22:1 €s 18 a random walk which is
extensively studied in the econometric literature. The second component is p’ times
the sum 2221 p~*es. That sum converges almost surely for increasing ¢ according to
the Marcinkiewicz-Zygmund theorem. The convergence holds even if ¢, is a martingale
difference sequence as proved by Lai and Wei (1983).

3 Testing a simple hypothesis on the co-explosive parameters

In this section it is discussed how to test linear restrictions on the co-explosive vectors
f3,. First, the hypothesis and the estimation in the resulting restricted model are dis-
cussed. Then the maximum likelihood estimators are argued to be consistent. This
result is rather robust in that it is valid also for martingale difference innovations.
Thirdly, the asymptotic distributions of p and of the likelihood ratio test statistic for
testing the hypothesis on 3, follow. These distribution are normal and x? respec-
tively, but those results rely on the normality of the innovations. Finally, tests for
cointegration rank and linear restrictions on 3] are discussed.



3.1 Hypothesis and estimation

The hypothesis of interest is that the co-explosive vectors are known:

H: B, =05, (3.1)

This hypothesis can equivalently be formulated as a simple hypothesis on the orthog-
onal complement 3, , which is a p-vector. In the empirical illustration reported in §4
and in the empirical analysis of Nielsen (2004) the hypotheses of interest are simple
homogeneity restrictions.

Under the hypothesis H the likelihood function has to be maximised by numerical
methods. For a given value of p the remaining parameters, 6 say, can be estimated by
reduced rank regression as discussed by Johansen (1996, §6) giving a profile estimator
0(p). The profile likelihood function for p is then L(p) = maxy L(p,0) = L{p,0(p)}
and can be maximised by grid search.

In principle there is an identification problem. As an example, a bivariate first
order autoregression may result in the fitted model X; = AXt—1 + &; where the
estimator A has eigenvalues p; = 1/2 and p, = 2. The model can then be reformulated
as Af,],Xt = II; X, +&; where II; = A-— pjl2. For both choices of j the matrix II; has
reduced rank and the likelihood achieves the same maximum max, m, L (pj, I;) =
maxy L (A). The obvious estimator for the explosive root is of course p, = 2. In the
more complicated model (2.5) the grid search for p can be done for p > 1. While this
estimator is not necessarily unique this results in a consistent estimator. If none or
more than one characteristic root are explosive the specification of the model should
be investigated. The same applies if the likelihood function has a local maximum at
p = 1 since this happens with vanishing probability in increasing samples if the model
is correct.

3.2 Consistency in the restricted model

In the following consistency is stated for the maximum likelihood estimators in the
restricted model H. The result is proved in §B,C and is based on a study of the
level curves of the likelihood function showing that the likelihood function achieves
its maximum in a neighbourhood of the true parameter in large samples.

The asymptotic theory is derived using results of Lai and Wei (1985) and later
adaptations by Nielsen (2005). While the likelihood is based on the Gaussian likeli-
hood derived from the model in §2 the assumptions to the innovations can be relaxed.
The relaxed assumptions have to be formulated with two types of results in mind.
On the one hand it is needed that the main component of the explosive common
trend, 22:1 p~’es, converges. The Marcinkiewicz-Zygmund Theorem shows that this



process converges almost surely. In its original formulation the innovations are re-
quired to be independent and identically distributed, but following Lai and Wei (1983)
it suffices to assume that (g, ;) is a martingale difference sequence for some filtration
F; satisfying the following condition.

Assumption 3.1 For some vy > 0 it holds sup, E{(g}e;)'™|Fi_1} < o0 a.s.

On the other hand it is necessary that the random walk common trend 22:1 €5 CON-
verges in distribution. Although many flexible Central Limit Theorems are available
the assumption of Chan and Wei (1988) to the conditional variance of ¢; is adopted
since Assumption 3.1 already bounds the conditional moments.

Assumption 3.2 Suppose E (e6}|Fi—1) = Q a.s. where Q) is positive definite.

The consistency result for the maximum likelihood estimators under the hypoth-
esis H can now be formulated. The estimator p is found by searching over a closed
set so p > 1 as described in §3.1, and consistency is established for that situation. It
is likely that consistency actually holds for p > 1, as it can also be shown that the
likelihood function does not achieve it is at p = 1.

Theorem 3.3 Consider the restricted model given by H, and where p > p,;, for some
Pmin > 1. Suppose Assumptions 2.1, 3.1, 3.2 are satisfied. Identify 5, by

Ak f—x

B8, =1, (3.2)

and define the block-diagonal normalisation matrices
Ny = diag(T~V?1,_,,T7")  and Ny =T"%pT. (3.3)

Then it holds

gﬁvﬂ) = (Q,M) + Op(l),
p = po + op(Nw),
(éép,éél,(bl, .. .,q)k_g) = (ap,al,cpl, . .,(Dk_2> —|—Op(1),

A k—x

BB Ny D .

i)
(i)
(iii )

)

(v

The choice of identification of BI in (3.2) follows the approach of Johansen (1996,
§13.2). Identification could alternatively be obtained through a matrix ¢ so that for

instance ¢ B: = I,. Consistency under that type of identification also follows from
Theorem 3.3 by an argument as that of Johansen (1996, §13.2).



3.3 Asymptotic distribution of estimators and test statistic

In the following the asymptotic distribution of the likelihood ratio tests statistic for
H is described. In contrast to the consistency results described above the results
depends on the exact distribution of the innovations corresponding to the results for
the univariate first order autoregression of Anderson (1959). Anderson’s result will
be discussed briefly and then results for the test statistic are given.

Anderson (1959) considered the maximum likelihood estimator for the autoregres-
sive coefficient in a first order autoregression

Wy = PpWi—1 + €,
when |p| > 1. From the Marcinkiewicz-Zygmund result discussed above it follows that
plwy =wo+p e Fp lea o p e DWW, (3.4)

for some positive, continuous random variable WW. Anderson (1959) then proved that
the normalised least squares estimator satisfies

Zthl W18 WZthl P e

\/ Zthl wt2—1 \/VV2 Zthl p2(t=T)

where the VW’s cancel out. This result holds almost surely and quite generally under
the Assumption 3.1, 3.2. The last expression is a weighted average of the innovations
with most of the weight on the most recent observations. It is exactly normally
distributed when the innovations are normal and is seen to converge in distribution
as long as the innovations are independent and identically distributed. A similar
result can be established for the likelihood ratio test statistic for the hypothesis H.
To formulate the asymptotic result, introduce a parameter 7, = V¥,3,,. This
is a p-vector which is non-zero due to the Assumption 2.1(C), and its orthogonal
complement can be chosen as 7 = (I, — 7,7, )«,, see Johansen (1996, Exercise 3.7).

+op(1), (3.5)

Theorem 3.4 Suppose the parameters satisfy Assumption 2.1 and the innovations
satisfy Assumptions 3.1, 3.2 with v > 1. Then, the log likelihood ratio test statistic
for H in M satisfies

LR(H|M) = H'7(7'Qr) "7 H {1 + op(1)} + op(1),

where

_ Z?:l gt(ﬁ;LAlXt—l) a.s. Z?:l pt_Tgt +o (1)
{(C (B X )22 {35 p2eDY '

If the innovations are independent, identically normal distributed then LR A :(p —

1).




The asymptotic normality in Theorem 3.4 relies directly on the normality assump-
tion by using that a weighted average of independent normal distributed variables is
normal. In practice the best we can do is to check if the normality assumption looks
reasonable and then use the above test. It may not hold exactly so infences should
only be made cautiously when test statistics are close to the chosen critical value.
Having said that, the remainder term in Theorem 3.4 disappears under quite general
martingale difference assumptions, while the leading term is exactly normal under the
normality assumptions. This type of result may therefore not be that different from
usual regression models which are used in finite samples so the robustness induced by
the Central Limit Theorem can be of limited use.

3.4 Determination of the cointegration rank

In order to determine the cointegrating rank, r, in the model M consider the more
general unrestricted vector autoregression where the parameter matrix (I1, IT;) = o3}
is unrestricted. It is then of interest to consider hypotheses of the type

H(r): rank (IT,11;) <.

The cointegration rank is estimated to be 7 if indeed the hypothesis H (r) is accepted
while H (r — 1) is rejected. These hypotheses can be tested using Johansen’s (1996)
likelihood procedure. In his original derivation of the asymptotic theory it was as-
sumed that (i) the number of unit roots is p — r and (i7) the remaining characteristic
roots are stationary. The latter assumption is actually not necessary, so the procedure
can be used with the usual asymptotic distributions even in the presence of explosive
roots. While the asymptotic derivations in the Appendices focus on the results that
will be reviewed in §3 below, those results immediately lead to the following special
case of the rank test results. General results are given by Nielsen (2000, 2001).

Theorem 3.5 Suppose the model M and Assumption 2.1 are satisfied, while the in-
novations satisfy the Assumptions 3.1, 3.2. Then, the log likelihood ratio test statistic
for cointegration rank has the usual asymptotic distribution as given in Johansen
(1995, Theorem 6.1).

3.5 Linear restrictions on cointegrating vectors

Johansen (1996, §7) discusses a variety of linear restrictions on the cointegrating
vectors 7. The most general hypothesis for which the likelihood function can be
analysed analytically is the hypothesis that some cointegrating relations are known
and the others satisfy some linear restrictions. This hypothesis can be formulated as
a restriction on the space spanned by 7,

Hy: span (f]) = span (By, B11 D1yy) , (3.6)
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for some known matrices By, Dy of dimension {(p +1) x b1} and {(p+1—by) x d1}
and a parameter ¢, of dimension (d; x r), all with full column rank.

Hypotheses of this type can be tested within the model M given in (2.5) using x>
inference. This is proved by Johansen (1996, §13) for a variety of hypotheses assuming
that () the number of unit roots is p — r, and (4i) the remaining characteristic roots
are stationary. The results also hold when the stationarity assumption (i7) is relaxed
as shown by Nielsen (2000) for the hypothesis 5 = By.

It may also be of interest to test the hypothesis H on the co-explosive vectors given
in (3.1) within the model M restricted by H;. This can be done using x? inference as
outlined in Theorem 3.4. The proof is similar to that presented in Appendix C albeit
notationally more burdensome due to the more complicated structure of 7.

4 Empirical illustration: The extreme Yugoslavian hyper-inflation

The presented model is now applied to data from the extreme Yugoslavian hyper-
inflation of the 1990s. A more complete empirical analysis can be found in the com-
panion paper, Nielsen (2004).

The institutional background for the extreme Yugoslavian hyper-inflation is de-
scribed in Petrovi¢ and Vujosevi¢ (1996) and Petrovié, Bogeti¢ and Vujosevié (1999).
In short, the former federal republic of Yugoslavia was falling apart in 1991, the war
started and United Nations embargo was introduced in May 1992. This situation led
to decreased output and fiscal revenue while transfers to the Serbian population in
Croatia and Bosnia-Herzegovina as well as military expenditure added to the fiscal
problems. The monthly inflation rose above 50% in February 1992 and accelerated
further, a price freeze was attempted in the end of August 1993 and the inflation
finally ended on 24 January 1994 with a currency reform after prices had risen by a
factor of 1.6x10%' over 24 months.

The main economic theory for hyper-inflation is due to Cagan (1956). Taylor
(1991) reformulated the model in a cointegration setup in terms of the equations

my —pr = —OéAprrl + Cps (4-1)
Apfﬂ = Apiy1 — €41, (4.2)

where m; — p; is the log of real money, Ap, is the monthly growth in log prices, and
Apf,, measures the expected inflation in period t + 1, while (;, €41 are stationary
error terms. Dividing by —a, and then subtracting Ap; on both sides leads to

A2pt+1 = —Ckil (mt — Py + OéApt) + (€t+1 — oflCt) . (43)

Assuming that m; and p; are both 1(2) variables it can be tested whether the real
money m; — py is (1) and in turn whether m; — p; and Ap; cointegrate to 1(0). In

10
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Figure 1: Data in levels for full period until 1994:1. Data in differences (using A;-
operator) for shorter period until 1993:10.

this integrated framework the semi-elasticity « in the money demand schedule (4.1)
therefore shows up as the coefficient to Ap, in a cointegrating relation.

Figure 1(a, ¢) show two time series of monthly data relating to the period 1990:12
to 1994:1. The variables are narrow money measured as M1, m;, and a price index,
p¢, both reported on a logarithmic scale. The sources for the data are documented
in Petrovi¢ and Mladenovi¢ (2000). They consider the prices for 1993:12 and 1994:1
to be unreliable, so following precedence in the empirical hyper-inflation literature
only the data until 1993:10 rather than the full sample are analysed. Figure 1(b, d)
show first differences of the series. Both in levels and in differences the series show
an exponentially growth over time and hence an increasing growth in prices. Real
money measured as m; — p; is shown in levels and in differences in Figure 1(e, f). It
appears that real money, m; —p;, has a random walk behaviour while the depreciation
rate, Aqpy, is explosive, indicating that the cointegration analysis proposed by Taylor
cannot be applied directly in this case. Such exlosive behaviour was also observed
for the earlier Yugoslavian hyper-inflation of the 1980s by Juselius and Mladenovi¢
(2002). Using the developed statistical model this can now be analysed formally.

A vector autoregression with a constant trend and three lags is fitted to the data
up to 1993:10. On the one hand this gives a model that has admittedly few degrees of
freedom in that each equation has 7 mean parameters which are fitted using 7' = 32
observations. On the other hand a lot of information should be available in these

11



Test m D Test (m, p)

Xnormalzty<2> 2.3 [032] 2.4 [031] Xiormality(4> 7.1 [013]
Far(3,21)  1.2[0.34] 1.6[0.22] Fags)(12,34) 0.7 [0.73]
FHetm(M 9)  1.81[0.19] 3.9[0.02] Frewero(42,21) 2.0 [0.05]
Farene(3,21) 1.0 [0.42] 0.5 [0.70]

Table 1: Mis-specification tests for the vector autoregressive model for m, p. Single-
equation as well as system tests are reported. p-values are given in brackets.

Rank Log likelihood Test against full rank

0 041 29.6 [0.01]
1 10.77 7.2 [0.33]
2 14.39

Table 2: Test for cointegration rank. p-values are given in brackets.

explosively growing time series. Formal mis-specification tests are reported in Table
1. Interpreting these in the usual way indicates that the model is well-specified
with respect to normality and autocorrelation. There is possibly some unmodelled
heterogeneity. In doing so it is assumed that the usual asymptotic theory is valid
although this has only been proved for the test for autocorrelation in the residuals, see
Nielsen (2001a), whereas it is unclear whether for instance the test for heterogeneity is
valid. Some of the test statistics are reported in an F-form as advocated by Doornik
and Hendry (2001) in an attempt to deal with finite sample issues for these tests even
though it has not yet been argued whether this represents an improvement. This
model has a single explosive characteristic root of p = 1.216.

A cointegration analysis can be carried out in the usual way as described in §3.4.
The results are given in Table 2, pointing towards a rank of one. This explosive
characteristic root is now estimated by p = 1.205. The model M given in (2.5) with
r = 1 therefore appears to give a reasonable description of the data.

The hypothesis that 3, is known and given by the homogeneity condition

H: g, =(1,-1),

can now be tested. This would imply that real money, m;—p;, is a co-explosive relation
with random walk behaviour, but no explosive behaviour. Since 3, is completely
specified the model can be estimated by regression for each value of p. This in turn
results in a profile likelihood in p which can then be maximised by a grid search.
Searching in the region p > 1 there is a unique maximum to the likelihood function of
10.74 at p = 1.200. The test statistic for H against M is 0.06 which is small compared
to the x?(1) distribution arising from Theorem 3.4.

12



Returning to the cointegrating vector 3] it can be tested that the trend is absent,
so 07 = 0. This reduces the likelihood further to 10.64 for p = 1.204. The test statistic
for this hypothesis within the model H is therefore 0.20 which is also small compared to
a x*(1) distribution. The estimated cointegrating vector is = (1, —0.59), indicating
that m; — 0.59p; is explosive, but has no random walk or linear trend behaviour.

In summary, the above analysis shows that the two variables m;, p; each has an
explosive common trend and a random walk trend. The series co-explode so m; — p;
is an I(1) process, while the differenced series Aymy, Ajp, are explosive, but without
a random walk component. This indicates that linking for instance m; — p; with Ap,
as in the model of Taylor (1991) may not give a balanced regression in this situation.

A suggestion for getting around the issue of the unbalanced regression is given
in Nielsen (2004). The idea is to measure inflation as the cost of holding money,
¢ = A Py/P = 1 — exp(—A1p;) and a corresponding measure for the depreciation
rate, d; say. It turns out that a system of m; — s;, ¢, d; can be analysed by stan-
dard 1(1) cointegration analysis right through to the end of the hyper-inflation. In
that framework Cagan’s money demand schedule, and, moreover, Cagan’s notion of
‘optimal’ inflation tax can be discussed.

5 Conclusion

Hyperinflation data have traditionally been analysed using 1(2) models, so real money,
my — py, and price growth Ap; become I(1) and Cagan’s money demand schedule can
be found as a cointegrating relation of these. At least for the extreme Yugoslavian
hyper-inflation these assumptions are unrealistic as the series involved appear to grow
explosively. The presented statistical model gives a new tool for analysing such data.

When applying the presented statistical model to data it is found that m; — p;
can very well be (1) whereas Ap, is explosive. This leads to the somewhat negative
conclusion that in this case these variables cannot be linked as usually done in the
empirical hyper-inflation literature. A solution to this empirical problem is proposed
in the companion empirical analysis in Nielsen (2004).

13



A Proof of representation theorem

Proof of Theorem 2.2. When p, §; are both zero the result follows as in Johansen
and Schaumburg (1998, Theorem 4). That result is formulated for processes without
explosive roots, but the proof actually applies without that restriction. The only
difference is that their use of complex conjugates has to be replaced by inverses,
which of course would amount to the same if z were on the complex unit circle.

For the general result replace €; by €;+u+a187(1—p)t. To see that the deterministic
term is of the desired form note that C; S°t_ {1+ 16} (1 — p)s} gives a linear trend
while C, 3! pt=*{u+0a16}(1—p)s} gives a linear trend and an exponential trend due
to the formulas S0, p=*(1—p) = (1—p') and S, spt=*(1—p) = t—p(1—p*)/(1—p).

Let D; = 7.+ 7yt + 7.p' denote the deterministic trend of X;. Replace X; by
X, 4 D; in the model equation (2.5) giving

AlApXt +(1—=p)17 = a1 {Ap)z},l +(1=p)re+pri+(1—p) Tlt}
+ (1= p)ardyt + a3, {Alfft—l +7=(1=p) p“m}

k—2 ~
+ Z (I)j {AlApthj + (1 — p) Tl} + % + Et.
7=1

Collecting the coefficient to p'~!,¢,1 then results in the equations
Bre=0, pBim+0d1=0, (1-p)Wir=af{(1-p)7c+pmi}+p.

The first two equations are easily solved for 3/ 7, and §)7;. To get 7, 7; and thereby
7, pre-multiply the third equation with o/, and post-multiply ¥; with I, = 3,3} +
B4 LB; - Finally, to get 877, pre-multiply the third equation with @}. m

B Analysis of the likelihood function

In this appendix, the likelihood function is analysed by analytic means. The like-
lihood itself is discussed in §B.1. As it is of a regression-type its maximum can be
expressed in terms of the maximum likelihood estimator for the variance parameter
Q). Hence, expressions for the estimators of €2 in the unrestricted model M and under
the hypothesis H are derived, which can facilitate subsequent asymptotic analysis.

Some additional notation is used. For a matrix « define a®?* = ao’/. The nota-
tion (Y;|Z:) denotes the residual of the least squares regression of Y; on Z; and the
symbol Sxy.z is used for the partial sample covariance of X; and Y; given Z;, that is
T3 X (Y| Zy).

14



B.1 The likelihood function

The likelihood function for the unrestricted model M is written down and a profile
likelihood for the parameters of the conditional expectation is derived.
Two equivalent expressions for the model equation were given in (2.1) and (2.5):

k—1
&t = AlXt - alﬁi/lel - Z FjAlthj — U, (Bl)
j=1
, , k—2
= AlApXt — OépﬁpAIthl — C¥16I AszLl — Z (bjAlApthj — M. (B2)
j=1

Due to the normality of the innovations the log likelihood function is

t=1

T
—2log L (v, 2) = T'log (det ) + tr (Ql > €t€£> ,

where 1 represents the parameters II,II;,I'y,...,I's_1, u in the conditional expecta-
tions equation (B.1). For each value of ¢ the likelihood function has a unique maxi-
mum for Q given by Q(9) = T! ZtT:l es£y. The profile likelihood for ¥ is therefore

—2log L (9) = —2maxq log L (9, Q) = T'log det{Q (9)}. (B.3)

In the probabilistic analysis the properties of the likelihood function will be
analysed for each parameter (9°,€),) satisfying the hypothesis H. Using the model
equation (2.5) restricted by H the innovations of the model can then be written as

k—2
= My, X — A Xy — afBTAL X = D BN, Xy — i (BA)
j:

In particular it holds that Q(¢¥°) = T-1 [, e9e?.

B.2 The unrestricted model: Variance estimator

In the following an expression for the variance estimator in the unrestricted model M
is derived. Some notation is needed. Introduce the vectors

/

s = LA (A, X)L (AA X ke |
We, = 890X, (B.5)

and define the residuals

R07t = (AlApoXt }U;J),t—la I/Vto—lv 1) ) Rl,t = (ApoXt—l |U;,t—17 Wto—17 1) .
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Due to the innovation equation (B.4) these are linked by
Rs,t = (5? }U;,t—la to—la 1) = RO,t - O‘TﬁTO/RI,t. (B-6)
The following result then holds.

Lemma B.1 Consider the unrestricted model M and a process satisfying (B.4) and
hence the restricted model H. Then the maximum likelihood estimator for () satisfies

A L o p*of/ A M M/ ®2
T = Z {Re,t + (alﬁl —ay By ) Rl,t} )
t=1

~xM
where d?",ﬁl are maximum likelihood estimators for ay, ] in the model M. In

. M H*M . .
particular, a?ﬁ, B, are obtained by reduced rank regression of Ry, on Ry,.

Proof of Lemma B.1. The model equation (B.1) is a reduced rank regression
equation. The profile likelihood for (aq, 57) = {a/(1 — p,), 5%} is therefore found by
eliminating I'y, ..., ['x_1, u by partial regression,

* . A 1 T ~ % 7 ®2
Qu(a,8) = min Q) =T 3 (Ros—aafiRue) .
) t:1

where, following the notation of Johansen (1996, §6), Rg,t and Rl,t are the residuals

Roy = (MXe|AiXi, oo, AXpgin, 1),
Ry = {(1—po) Xic1 | A1 X1, o, A Xy, 1}
Using the identity (2.3) it is seen that Ro,t = Ry, and Rl,t = Ry;.
The profile likelihood for a4, 3, is maximised by reduced rank regression giving

. . a1 . M HMx
unique maximum likelihood estimators &}, 3, and

~ %M/

. T
Om=T"13 (R:)®®  where Ry =R, — Y3, Ry
i=1
Subtracting and adding R.; as defined in (B.6) then gives the desired result. m

B.3 The restricted model: Variance estimator

In the following an expression for the variance estimator is derived for the restricted
model H where 3, = 3.
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Recall the parameter 7, = W ,ﬁ; | with orthogonal complement 7 = (I,—7, 7 ).
Two random versions of 7, as well as a random version of a; are needed:

~ 2 —0 N Y =0 o ]. - o o
TL = \Ilpﬁpi_ TL = \Ilpﬁpb a1 = 1 _pp aq (B.7)
defined in terms of the quantities
. H k-2 5 I1° k-2
b, =1+ ! z,zfcb Uy =1+ L — Y pes (B.8)
- j=1 —pP =1

Moreover, introduce the vector

Upi1 = {(5;’A1Xt_1)’ (AN ) (AlA,aXt—k—s—Q),}, :
and define the residuals
ROt = (A1 A X |Upi-1,1), th = (DX [Upy1, 1) :
A result like Lemma B.1 for the restricted model H can now be stated.

Lemma B.2 Consider the restricted model H and a process satisfying (B.4). Then

T

TOy = > {RetJr (alﬁ*ol AIETH/> }@2

t=1

t=1

. . T T ~1/27%2
QH%H(%H'QH%H)*%H'tzlg-,'jwtil{z( ;’_1)2} ] :

~H »H . N . g g . .
where oz'l", B4 .1 and 6? are mazximum likelihood estimators and residuals. In par-

. ~H »*H . .
ticular, &1, 3, are obtained by reduced rank regression of Ry, on RY,

Proof of Lemma B.2. The profile likelihood for p, oy, 5] is given in terms of
A * . A -1 T H %! ®2
Oulp,o,8) = min Q@) =T Y (R —auBVRYY)
a1,P1,...,Pp_o,u =1 ’
where the profile residuals depend on p and are given by

Roy = (AAX [Upe-1, 1), Ry = (8,X7 1 |Upsrs 1)

Once again, profile estimates for «, 5] given p are found by reduced rank regression
~xH,
of Rg" on R1 ¢ giving estimators & H.p , Bq ” and

*H,p/

A T ®2
Qu(p) = T > <é‘?’p> where é{"p = R P _ G pﬁ
t=1
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Minimising the determinant of QH(p) with respect to p gives maximum likelihood
~ xH ~
estimators p, &, 5, and Qy = T Zle (é{')@ where &' can be written

~ xH/

R oy axH/
& = Rgl,t —ays, Rit = (Rgi,t 51 RI1—|,t> = (AIAﬁXt

~ xH/
61 AﬁX:—h Ui),t—h 1) .

The residuals of the restricted and unrestricted model are related through partial
regression. Since Uy, Wi 1 and Uy, 1, W, span the same space it holds

Roo= (R W), Ru= (B W7).
Using partial regression on Wy ; the variance estimator therefore satisfies
A ) ~H o ®2 I ~H o I o 2 - 4 o ~Hr
The first term in (B.9) resembles the expression in Lemma B.1 in that

~xHr

z ~H o ®2 d o xo/ A~ ®2
; (gt }Wt—l) :;{R&t_’_ <O{1/61 _051/61 ) RLt} .

For the second term in (B.9), it is first argued that

R, O k=2
A X — 100 ; — Z FjAlXt,j,l
4

J

~xH
51 ,Ai)X;pUiJ,tbl}
~ o »*H *
. (Wt_l} B A Ui, 1) . (B.10)

The three components in the regressand are rewritten one by one. First, noting that
I, = 3,8, + 8,8, it holds

~xH/
(AlXt—l 51 AZJXt*—p U,Z),t—la 1) .

~xH/ % -° o
51 A,}Xt_l, U;‘),t—b 1) = ﬁpj_ (Wt—l

Secondly, by the identity

a-p () = - (M)

it holds

T Xy HxH! * T 72° o
{Hl ( ;:L ? )‘51 Af)thlvUﬁﬂf*l’ 1} = HlﬁpJ_ (Wtq

~xH/
51 A,ADX;;D Ui),tfla 1) :
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Thirdly, use (2.4) for a similar substitution in the third term.
Returning to the second term in in (B.9) consider the likelihood equation for p.
Following the approach of Johansen (1996, p.182) this is

0=tr

A1 o~ AH x [ X2 g g ,
Q tzl &y AlXt—l - Hl ¢ — Zl PjAlXt—j—l .
= ]:

Due to the identity (B.10) this reduces to

B.4 The restricted model: The residuals

The residuals are more difficult to handle in the restricted model H than in the
unrestricted model M. In the following an expression akin to (B.6) is therefore derived.
Sub-sequently this is used for deriving an analytic expression for p.

Lemma B.3 Recall 7, & defined in (B.7). It holds that
Ry = {&f + MBI 8 X0 1 + (po = P) Fu B A X U 1}
Defining R, = (¢7 |Up4—1,1) it follows that
Royy = B2, + 6B RL, + (po = p) 11 (Wil Ups, 1) -

Proof of Lemma B.3. Note first the identities

* . A1 X,
L=p) AT, = G=pa X+ -p) (B97). )
AlApthj = AlApothj + (po - p) Althjfl (Bl?))
. J
Althjfl = pg‘y <A1Xt1 — Z plolAlApoth) . (B14)
=1

Now, rewrite the regressand A;A; X, of Ry, using (B.13) as
AlA[JXt = AlApoXt + (po — ﬁ)AlXt—l-
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Then substitute AyA, X; using the equation (B.4) to arrive at

AIA;DXt = E? + OéiﬁIO/Apothl + Oé;ﬁ;/AlXt,1
k—2
+ BN, X+ (p — P)ALX 1 A+ 4. (B.15)

7=1

Finally, substitute the terms A, X; ; and AyA, X;_; using (B.12)-(B.14) to get

1-—
MA Xy = e+ p 203 BT N X+ (po — D) WAL X

k—2 J
+ (po Z ZAZ IAAth‘f‘PJ

The expression for Rg{t follows since the regression on U,;_; eliminates the constant
and the AjA, X, terms. m

An analytic expression for the maximum likelihood estimator p in the restricted
model H can now be found. This looks at bit tedious at present, but will be rather
helpful for the asymptotic analysis.

Introduce the notation corr(zy, y,) = (31, 282"V (S, y?)~Y/? as
well as m(z;) = 3., #7? and define

Ceowe , = corr <5t, ) :
*H/ ~ xH/
C . oo m = corr(et,ﬁuR 5, RY )7
B R
~ xH/ ~ xH/
— i H
OﬁﬁlRth" L <5li th’ 1|6 Rl,t) )

~xH/ ®2
H
Mye, = (W7, BUR)

Lemma B.4 In the model H the maximum likelihood estimator for p satisfies

-~ o
), M5§:m<et

AHIA] . ~1/2 _ AHWIid-177 1/2
<7’L Qy TL) (p—po) My, =770 Mee ™" Cop wp |
~1
AHIA—1 v AHIA-1v ~HIA—17s1/2
—TQa(aQa)aQMOC*H/ Ceni 5
L3H T 1 5% L L2PH "Rey Moo L R, TR RY W

-1
HI 1 AHIO~1x M2 "
—#Q ( 'O ) "' L (po — Cm Carrrg v,
1 H 1 H (po p) t 1 /BlJ_/Rl t’Wt 1 BlLRll_'ﬁWt 1
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Proof of Lemma B.4. The likelihood equation for p in (B.11) is
A
0= %T Qﬁ > é:f-IWto—l'
=1
Following Johansen (1995, p.182) the likelihood equation for 7 is
HIG—1 i 2H « )
~ xH ~xH
Post-multiplying this expression with 3;, and using &} = (R}, |5, /R1H7t) this implies
SHIA -1 aH (Y
0=a,"Qy > & (51¢R > -
=1
Now, replace ROH,t occuring in & by the expression found in Lemma B.3 to get

}tl?

BI”’R:L} (BR)

0 = AHIQ Z{gt +a15*0/ 1t+(po_p)/\f_l_m/tl

0 = @?'@;121 {et G187 RY, + (py — ) FLWE,
t=

/\*H/ T*H A~

=¥ *H
In both equatlons post-multiply 57~ by I,41 = 51,51, + 81 Bi ,, noting that the
term 51 R1,t disappears by regression. Solve the first equation for (p, — p) and the

T*H
second for 37”3, to get

T

~xH/ 2
(P PO)Z( 1|61 Rll—i,t>
~ xH/
61 R } t 1
~xHr ®2
)

BURL (AR

~xH/

R T
o e (o) s

T

AHIA—-1v ~xHr L
al/QH 31 ( Wﬁu) > {51¢ Rl,t

/N

T
= a0 {7+ (- D),

Insert the second expression in the first to get the desired expression. m
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B.5 The restricted model: A reparametrisation

For the unrestricted model M the analytic expressions for the estimators can be given
directly. For the restricted model H, however, the estimators are expressed in terms
of the estimator for the explosive root p, for which no analytic expression is available.
In the following a reparametrisation of the model is therefore suggested which will
facilitate the asymptotic analysis of p.

Lemma B.5 Suppose 3, is identified by /3;3; = I,y while 5] satisfies (3.2). Let

II k-2
U, =T+—— =3 p,id,
L—p j=1

o

and define 6 = (QPU, oY, 9;]71, . ,9%_2, 0V, 0", 0") where

HpU = Oé; - ap + (po - p) \IJPOpr

1 —
U P h=2 -
Op; = = =0+ (p,—p) > Pupl ",
Po m=j+1
1 - P 1w 5%0
0" = 1 _pon1ﬁu>
0" = —a,B,8, + (o —p) ¥, B,
0" = p—p.

Then the error term satisfies €9 = €7 + 05;_. Note the identity
k2 k=2 k=2
Z:lp 0,; = le 197 — leojq)j. (B.16)
j= j= j=

Proof of Lemma B.5. Consider the error equation (B.1). Replace AjA,X;,
A,XF 1, A1A, X, by the expressions (B.15), (B.12) and (B.13)-(B.14) to get

1 —
g9t = 5; -+ (H; — Hp) A1Xt71 -+ (H({* — ﬁﬂf) APOX;LI

k—2 k—2 ,
+ 21 (‘1’3 — Qi+ (po—p) 2 q’mﬂi_l_m> AA, Xij
j= m=j

. Hl k—2 »
(W =)+ (po = p) ( Ly + 77— E;Qjﬂo] ArXe .
]:
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Now, pre-multiply A;.X;_; with the identity I, = BZB;’ + B; J.B;/J_ and A, X} | with

the identity I,., = 5, 5;° 4 B, 5., and use the identification in (3.2).

The identity (B.16) follows by straight forward inspection. m
The matrix \ifp introduced in (B.8) is non-zero in the following sense.
Lemma B.6 Suppose Assumption 2.1 is satisfied. Let k = 2. It then holds
(1— p)\if,ﬁ;L #0  forallp>1.
In particular it holds that a ¢ > 0 exists so for all p > 1 then

>c

Y —o
‘\IjﬂﬁpJ_
Proof. Consider the companion form x; = A°x;_; + €;, where

BIALX,

60/
ApoXt 14
Xy = ° , e; = I, Es,
: 0
Apothk+2
and A° is the matrix
(pd + 55 as B (IS +®9) 35 (B5—BF) -+ B (Pp_y—Dpg) —65P7 5 )
SN S | RN S ThA TR T T
I

I J

\

Due to Theorem 2.2 the eigenvalues of the companion matrix A° are bounded by one
in absolute value, |eigen(A°)| < 1. This in turn implies that

leigen(pl — A°)| > p—1>0 forp>1.
Partition the matrix pI — A° as a (2x2) block matrix with a (2p—1)-dimensional upper
left block. The rule for determinants of partitioned matrices implies invertibility of
ol o o ° k— _ixo
(0= po) T =Bl =87 {15+ 573 (o — 1) pimg | ]
o o k— —7iH°o
—a (p—=I =T =37 (p—1) p /&5

p
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Now, assume the first of the stated results does not hold. Then

(p—1) \i[p = 775;’ for some n € RP*P~1),

This in turn implies that the companion matrix satisfies

pI_Ao:{( (p—po)fo—ﬁi’az)’(ﬁi’n—(p—l)fp1 >62’}

which is a reduced rank matrix contradicting that pI — A° is invertible.
The second result is proved by looking at four different special cases. (1) When p
belongs to any compact set so p > 1 then both ¥,5,, and 1 — p have outcomes in

compact sets not including zero due to the first result. (ii) For large p then \i/pB; N
converges to B: |- (i7i) For p approaching 1 and Bi’ﬁ; | # 0 then \i/pB; | has an infinite
asymptote. (iv) For 6;'6; . = 0 it suffices to argue that p,;, can be chosen so close
to one that \Ppﬁz | has no zero points for 1 < p < p,... Now, the vector polynomial

(I — 25;12 2 (ID;)B: | has finitely many zero points in a neighbourhood of 1. It suffices

to show that such zero points cannot fall at one. Assumption 2.1(C) implies that
0 Q0 o0 Qo k—2 ixo o . . or 5°

UiBy . = {I, + 5B [(ps — 1) — 37521 #5157, is non-zero. Since 37’3, = 0 then

B,. € span(f37,) this implies that

o a‘;ﬁ;’ k-2 . S k=2 . .
ib, = I + 0, —1 - Z F5 ) B =L~ lejq)j Bor
]:

o 7=1

is non-zero as desired. ®

C Asymptotic analysis

In this appendix the asymptotic properties of the likelihood function are explored.
This done for a data generating process with parameters (v°,2°) and innovations
e, see (B.4). The asymptotic theory is unusual in two ways. First, the explosive
root is unknown and it therefore has to be estimated giving a non-linear estimation
problem as that for the 1(2) analysis considered by Johansen (1997). Secondly, because
of the explosive characteristic roots the usual asymptotic theory for stationary and
integrated time series has to be enhanced.

This section is organised as follows. In §C.1 some general asymptotic results for
a vector autoregression are listed. These are mainly due to Lai and Wei (1985) and
adaptations by Nielsen (2005). The asymptotic theory for the unrestricted variance
estimator in model M then follows in §C.2. The consistency result for the restricted
model H of Theorem 3.3 is given in §C.3 followed by an analysis of the restricted
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variance estimator in model H in §C.4. This in turn leads to an improved consistency
rate for p in §C.5. Finally, in §C.6 the asymptotic distribution of the test statistic
stated in Theorem 3.4 is derived.

C.1 Asymptotic results for vector autoregressive processes

In the following the data generating process is defined and asymptotic results of Lai
and Wei (1985) as modified by Nielsen (2005) are reported.
It is convenient to introduce the notation.

Up = {(A1X1) B85, (A, X7 1) B, (A1A, Xy1) s (A1A, Xy p0)'Y,  (C1)

p?
Ve =674, X, We =By A X, (C.2)

where Wy was also introduced in (B.5). According to the Granger-Johansen repre-
sentation in theorem 2.2 the process U; can be given a stationary initial distribution
while V,° and W} are the common trends of random-walk and of explosive behaviour,
respectively. The companion vectors for the process X; can then be wirtten as

Sp = (U, VWY, (3)

which satisfies a first order autoregressive equation.
The following Lemma summarises the asymptotic behaviour of product moments

of the processes €7, S¢_;. Recall the normalisations Ny, Ny given in (3.3) and define

Ng = diag(lgimv, Nv, Nw, 1).

Lemma C.1 Consider the process X; given by (B.4) and suppose Assumptions 2.1,
3.1, 3.2 are satisfied. Let &, n be constants satisfying & < v/(14+~) andn > 0, recalling
the definition of v in Assumption 3.1.

Define sample variances var(x,) = T~ S x,x}. Then

(i) var(e$) = Q, 4+ o(T~¢) and var(ef]1) = Q, + o(T7%).
7 \7a\r(Ut71|1) 5 Yy > 0.

TG (W |1) 25 Sy 5 0.

var(NVy Vi |1) 2 =y 50,

ar (NsSi_1) 2 ¥g 2 0.

)
(i)
(iii)
)
)

<\

(v
(v

The matrices Yy, Xy, Xg are stochastic, while Q., Xy are deterministic. The sample
variance of the joint process S also satisfies

(vi) maxeigen(Y,_; S 15i1)" = O(p?7).

)

<
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Define sample correlations corr(xy, y;) = (31—q #22) V2S00 wyl (S0, yE%) Y2, so

(UZZ) (ﬁ(st 1,5,5) e (T §/2>

(viii) corr{(U! |, V! 1, 1), e} “ o(T"71/2).
(iz) corr(W,_1,1) = O(T~1/2).
z) cort(Up_1, Wi_1|1) 2 o(T~¢/?).
(wi) corr(Vi_1, W,_1|1) 2 o(1) = Op(T~/?).
(wit) corr(U;_1,Vi_1|1) 2 o(T/?) = op(T71/2),

In addition it holds jointly for some stochastic matrices Yy, Xyy that

(wiii) T~V2 520, Ny (V2 [1)ef’ = S,
(wiv) T~V 50, Ny (Ve DU, = Sy,

Proof of Lemma C.1. Most of the results follow from Nielsen (2005), noting
that the definition of S; is slightly different from here.

(i): Corollary 2.6. (ii): Example 6.6. (i77): Corollary 7.2 and Theorem 9.1. (vi):
Theorem 7.1. (vii),(viii): Theorem 2.4 and Corollary 2.6. (iz): Theorem 9.1. (z):
Table 2. (zi): Theorem 9.2, Remark 9.3 and (iz). (zii): Example 6.6 and Theorem
9.4. The results (iv), (xiii) can be proved using the techniques of Chan and Wei
(1988). For (ziv) see also Johansen (1995, §B). m

C.2 Asymptotic theory for the unrestricted variance estimator
The expression for the unrestricted variance estimator Q™ is analysed asymptoti-
cally. For the sake of discussing the log likelihood ratio test statistic LR it suffices to

o —xM .
show consistency for the estimators o/lw , 6: . These are reduced rank estimators, so
consistency can be shown along the lines of Johansen (1995, §13).

Lemma C.2 Consider the maximum likelihood estimators in the unrestricted model
M identified by (3.2). Consider processes X; satisfying (B.4) and hence also H and
suppose Assumptions 2.1, 3.1, 3.2 are satisfied. Then, for some positive definite
matriz gz and some random matrices Xg., Ly, 1t holds

Om = Qo T2V —a9) = S%50+op (1),
—xo/ 2, %M

TY2NG'BL By = Sy Sy 4op(1).

First a result like Lemma 10.3 of Johansen (1995) is needed.
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Lemma C.3 Consider the process X; given by (B.4) and suppose Assumptions 2.1,
3.1, 3.2 are satisfied. Then,

T %0, ®2 o
Z 1Ry P s Ygaay’
Ro t CYTZgB Qo + Oé‘fZﬁ@&cf/ ’

T
Z (M B Ri)™ = Sy,

T :
1 <& D
=75 D (MR, = Dve,
t=1
1 T
T_/Z<NV6*O/R1t)R,1t = 0e(1).

1

Proof of Lemma C.3. It is first argued, with ¢ defined in Lemma C.1, that

( CHAVI e ) >
1 Z U;,t—l
=8 WAl 1y = (©4)
t=1 6t
Nw W,

Yu +op (1) Op (T71/2) op (Tff/Q) op (1)

Yy +op (1) T7Y2{3y.+o0p (1)} Op (T71/2)

Q. + op (1) T2 {Ewg—f-Op (1)} ’
ZW + op (1)

where Yy, = p; 7T ZtT:l efWe . This result arises using the following matrix of items
from Lemma C.1
(@) (i)

(id4,ix)
Partialling out Uy, 1, W, shows that
1 T 5TO,R1,5 @2 255 + op (1) Op (Tﬁl/z) op (Tﬁ€/2)
T S| MBI R = Sy +op (1) T72{Sye +op (1)}
=1 R57t Qo + Oop (].)

The desired result then follows by noting that Ro; = 387" R1; + R.4, see (B.6). m
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The asymptotic theory for cointegration analysis can now be derived exactly as in
§10-13 of Johansen (1995), replacing his Lemma 10.3 by the above Lemma C.3.

Proof of Lemma C.2. Use the arguments in the proof of Lemmas 13.1 and
13.2 of Johansen (1995). m

Proof of Theorem 3.5. Use the arguments in the proof of Lemma 11.1 of
Johansen (1995). =

C.3 Consistency in the restricted model

The consistency of the maximum likelihood estimators in the restricted model is now
argued. The argument is given in three steps exploring the profile likelihood for ¥
derived in §B.1 above. First, consistency is argued for () as well as the auxillary
parameter 6 defined in §B.5. Secondly, the consistency of p as stated in Theorem 3.3
is proved. Finally, the consistency of the remaining parameters is proved.

Lemma C.4 Consider the model given by the regression equation €9, = €§ +0S;_, as
outlined in Lemma B.5, where 0, vary freely, so 0 € RP*3™S and Q is positive def-
inite. Then the maximum likelihood estimator for 0,€) exists with probability tending

to one, and satisfies 9[\75_1 .
Note that this proves Theorem 3.3(i) , as u = 6"

Proof of Lemma C.4. As outlined in §B.1 the level curves of the likelihood
function are given by det{€ ()} where TQ(#) = S, eg;- Partial regression then
implies that

T T T -1
A ° ®2 o o o
TQO) = (c0alS 1) + > 0SSy {Z Sp1) } Z Sy 1Eh 4
t=1 t=1 t=1
According to Lemma C.1,7,v,vi¢ it holds

T
1 P
T E €9t|St 1 — €,
=1

t=

T ~1/2
res st {3 (60 } LAy
t=1

t=1

T
T T (NsSp ) 2 s S0
t=1
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The level curves then satisfy
~ /
T (0) = Qo +op (1) + {op (1) + eNglzgﬂ} {op (1) + «9N§1213/2} .

Thus for any parameter value # and any constant ¢ > 0 so HHN 5 lH > ( then R >
(*%g + op (1), which is non-zero, positive semi-definite, and not depending on 6 as
desired. Since ( is arbitrary the consistency result follows. m

The consistency result of p can now be established.

Proof of Theorem 3.3(i7). First, the assumption of non-convergence of p is
combined with the convergence for . On the one hand the assumption to p implies
that there exists x,8 > 0 so P(Ny'|p — po| > &) > § infinitely often. On the other

hand Lemma C.4 shows that N 5 L P, Thus, for all ¢ > 0 exists a sub-sequence
(T") so for all T" it holds P(©7+) > ¢ where

Or = (Ny'[p— po| > # and [ONg'| < ¢).

Secondly, consider outcomes in © . Then it holds that

A

0
Ib_po

0" N
(ﬁ - po) NIX/I

Since 3, = 3, under the hypothesis H then

< % (C.5)

~W

O

—v, B, =0+ (\ppo - \Izp) 7.

Ib_po

Recall that p belongs to a closed subset of the parameter space, hence, p > p,,, for
some p,;, > 1. Due to Lemma B.6 the absolute value of the first term first term is
therefore bounded from below by some ¢ > 0 not depending on p,;,. The second term
can be rewritten using the identity (B.16) as

k—2
v —0 1 o o —19
(‘I'po - \pp> BoL = 1—p (Y87 +0"571) — Zp "0y
j=1

Due to the consistency of the estimator for € established in Lemma C.4 and the
inequalities |p| ™ < |pi| ™ and |1 —p|™ < |1 — p,5,|~* then for all 1 the norm of the
second term is bounded by 7 for large T”. Since (,n are arbitrary they can be chosen
to contradict the inequality (C.5). m
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The consistency of the remaining parameters can now be argued.

Proof of Theorem 3.3(iii,iv).  Once p is known the remaining estimators
can be derived from the auxillary estimator 6. Due to the consistency of p and of 6
established in Theorem 3.3(ii) and Lemma C.4 the consistency can now be established.

Starting with &; note that &; = (af — @[1])(1 —p.)/(1 = p). Since 91U and p are
op(1) then &; = af + op(1).

Similarly the consistency of ®y_, ..., &1, 5, &, can be established one by one
U U AV AU
from 0, 5,...,0,,,0 ,0,. =

C.4 Asymptotic theory for the restricted variance estimator

The expression for the unrestricted variance estimator Q is analysed asymptotically.

~xH
Here, the consistency for the reduced rank estimators &?, B, 1is shown. Once again
this is done along the lines of Johansen (1995, §13), see also Lemma C.2.

Lemma C.5 Consider the restricted model H identified by (3.2) and processes X
satisfying (B.4). Suppose Assumptions 2.1, 3.1, 3.2 are satisfied. Then,

O = Qo T2 —af) = S5t +op(1),
TVANZFYBT = B0l Sy. +op (1).

First a result like Lemma 10.3 of Johansen (1995) and Lemma C.3 is needed.

Lemma C.6 Consider the process X; given by (B.4) with p > pyu, and suppose
Assumptions 2.1, 8.1, 3.2 are satisfied. Then,

T *0, 2 =
1 > ( B Ry, >® P ( Zpp Spa0y )
T\ Ry, aiXgs Qo+ aiXppai’ )7
1 < 2
*0 ® D
fz (Nv B /RlH,t) = v,
t=1
L I
*0 D
7 (WHTRL) € = Sve,
=1
L I
T Z (NVB*OIRlHt) th = Oe(1).
t=1
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Proof of Lemma C.6. As in the proof of Lemma C.3 the idea is to argue that

ﬁTO,AﬁXt*_I ®2
1 T U[J,t—l )
TN MAIAXL 1 =
t=1 &y
NwWe

where M° is defined in (C.4). To see this, note that the relations (B.12)-(B.14) imply

BTO'A,;XLI BTO/ pon‘il QU,l
U[;,t—l = U;,tfl + (ﬁ - po) QU,p Stfb
NvBITAX NvBITA, X NvQv

for some deterministic matrices Q).

When taking sums of squares of this expression the last term can be omitted since
T~ (p—ps)? 21, S% = op (1) due Theorem 3.3(i7) and Lemma C.1,vi, applied with
a similar argument for the cross terms.

When considering the cross product with €7 the last term can likewise be ignored
since T~ (p—po) Y21, Si_162 = op(T~4/?) using Theorem 3.3(ii) and Lemma C.1,vii.

When considering the cross product with W, ; the last term can also be ignored
since T1(p — po) Sop_y Si-1W2 | = op(Ny;) by Theorem 3.3(ii) and Lemma C.1,vi.

Now, partial out U, to see that, with ¢ defined in Lemma C.1, it holds

. ﬁTO,RI{"t ®2
1 Z NyBiTRY,
= Rgt
Nw (W2 |Up 1)
255 + op (1) Op (T_1/2) op (T_§/2) op (1)
B Yy + op (1) T-1/2 {sz + op (1)} Op (T_l/Q)
N Q. +op (1) op (T_£/2)
EW + op (1)

The result now follows by noting the link between Rg"t, Rit, Rgt established in Lemma
B.3 and using the consistency in Theorem 3.3. =

The asymptotic theory for cointegration analysis can now be derived exactly as in
§10-13 of Johansen (1995), replacing his Lemma 10.3 by the above Lemma C.6.

Proof of Lemma C.5. Use the arguments in the proof of Lemmas 13.1 and
13.2 of Johansen (1995). m
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C.5 Improving the rate of consistency in the restricted model

Theorem 3.3, which was proved above, shows that parameters are consistent. In
particular, it holds that p — p, = op(NNy;'). This rate of consistency can be improved
by a factor of T-¢/2, where ¢ arose in Lemma C.1.

Lemma C.7 Consider the model H with p > p,.., and suppose Assumptions 2.1, 3.1,
3.2 are satisfied. Then, for all £ < /(14 ) it holds

P = po +op(T /2Ny h).

Proof of Lemma C.7. Recall the expression for p in Lemma B.4. The desired
result follows from the consistency of the estimators established in Theorem 3.3 and
then applying following orders of magnitude

MWtof1 = OP (IOZT) ) Ma? = OP (T> ,
Coowp, =o0p (T7?), O, o g pn, = OP (T72), Co, e, = OP (77172),

following from the proof of Lemma C.6. ]

As a corollary the asymptotic behaviour of the leading term in the statistic H in
Theorem 3.4 can be established.

Lemma C.8 Consider the restricted model H with p > p,., and a process X; given
by (B.4). Suppose Assumptions 2.1, 3.1, 3.2 are satisfied. Then,

T
po 7" Zgzt'Wto 1= Po /Z€§MQ{1 + op (Tl/2f§) _

t=1

Proof of Lemma C.8. Using the identity for RS"t established in Lemma B.3
and the projection identity .1 = BIBT + Bufil then &' = (R&AB:/REI‘/) satisfies

By RY, } .

A 1 po o *0 A\ v o
5tH = {Rgﬁ 11— lﬁlLﬁlLth_’_( —p)TIWe

Due to this usage B; . and the identification (3.2) the estimator B; | can be chosen as
—x*o ~xH/

BIT = (Ips1 — 04 ﬁl )81, see Johansen (1995, p.191). It then follows from Lemma

C.5 that Nvlﬁuﬂl and N;lﬁiilﬁ’{(’ are both Op(7'/?). Using in addition Theorem
3.3 it holds "
el — 2 LRE, 4 Op(T2) Ny B Y,

BURE ).
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Moreover, it follows that

BRY { I Op(T7?) }( BiRY, )
~ ok - — *0/ .
NVBlLRlH,t Op (T 1/2) I NVBuRlH,t

A result as that in the proof of Lemma C.6 therefore holds when (7° is estimated.
Moreover, due to the improved consistency rate for p it follows that

1 T
7 O BRY (Wi Upea) = op (T47),

t=1
1 T T
T1/2 ZRgtNW (W [Upeer) = po " Zggwf_l +op (T1/2—§) ,
t=1 =

rather than just op (1) and op (T%/27¢/2) | respectively. Therefore, when partialling

out Uy, as well as B?Rl"tt it holds

Ak O T71/2
ﬁllRll—{,t} Wtcll = { i ( )

N T N X H
2w { vB Ry, o1/ {EWa 4 op (T1/2’5)} )

T RY,

t=1

This in turn gives the desired result. m

C.6 Combining the preliminary results

The asymptotic result in Theorem 3.4 can now be proved by combining the previous
results for 2y, and Q. Due to the following auxillary result some terms cancel out.

—*0/ 7%

Lemma C.9 Suppose &y and B: are estimators identified by B: = [1°+ 611615,
and satisfying

—%0/ %

T2 (4 —af) = BZ50 +op (1),  TYVANS'BY1 B = S5 Sy +o0p (1).

Consider processes X, satisfying (B.4) and hence also H, and suppose Assumptions
2.1,3.1,3.2 are satisfied. Then

a ~ %/ ®2
> (Bt (ot — ) B} = @ or (1),

. . . A ~k
where Q° is some function of €7, S5 1,0°, € not depending on é1,3,.
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Proof of Lemma C.9. First note, that by the identification it holds
o g¥*of NS A o\ pg%*of A ¥R yor
a1 — By = —(u —af) B1” — &3y By 01T
The asymptotic properties for &; and B: then imply
T1/2 o kol A AN —(x 271 *0/ oy Ele *0/ 1 1
aify —af ) = — (B spP1 Aty vA) {1 +o0p (1)}

The expression of interest then equals, by

T
D RE} - 55555 — 0f v Sy Sy — Sav Sy Sreal + 05Ty Sy Sveaf + op (1),
=1

showing that the desired result is satisfied. m

Proof of Theorem 3.4. Due to the regression nature of the problem the log
likelihood ratio test statistic satisfies

LR(HM) = —T log det(QQ5") = —T log det {fp — 0 (QH - QM) } .

Lemma C.5 immediately shows that O >, Q.. Thus, if it is argued that T(QH — QM)
converges in distribution then a Taylor expansion shows

LR(HM) = tr {leT (QH - QM)} +op(1).
Now, combining Lemmas C.2,C.5 shows
T
A hsH ®2
T (=) = Y {Reo+ (a8 - ) Ry}

T
o p*o/ NS ®2
- E {Ra,t + <04151 — 51 > Rl,t}
t=1

o

. T T ,) 2 2
| A e {3 ()7 ] -
t=1

t=1

The first two terms cancel asymptotically by Lemma C.9. As for the last term note
that Qy and 7" are consistent due to Theorem 3.3. By the assumption that v > 1

Lemma C.8 shows that
T T , -1/2 T , ~1/2
sawe L W)’y —xawn {0y o).

The desired result follows by recognising the leading term H . m
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